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Abstract: The adaptive optics (AO) technique is widely used to compensate for ocular aberra-
tions and improve imaging resolution. However, when affected by intraocular scatter, speckle
noise, and other factors, the quality of the retinal image will be degraded. To effectively improve
the image quality without increasing the imaging system’s complexity, the post-processing
method of image deblurring is adopted. In this study, we proposed a conditional adversarial
network-based method for directly learning an end-to-end mapping between blurry and restored
AO retinal images. The proposed model was validated on synthetically generated AO retinal
images and real retinal images. The restoration results of synthetic images were evaluated with the
metrics of peak signal-to-noise ratio (PSNR), structural similarity (SSIM), perceptual distance,
and error rate of cone counting. Moreover, the blind image quality index (BIQI) was used as the
no-reference image quality assessment (NR-IQA) algorithm to evaluate the restoration results
on real AO retinal images. The experimental results indicate that the images restored by the
proposed method have sharper quality and higher signal-to-noise ratio (SNR) when compared
with other state-of-the-art methods, which has great practical significance for clinical research
and analysis.

© 2020 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

Retinal imaging is one of the most useful modalities of clinical research and diagnosis in
ophthalmology. However, direct observation of the retina is inevitably affected by ocular
aberrations and the imaging resolution is severely limited. To compensate for the ocular
aberrations, the adaptive optics (AO) technique was introduced to get nearly diffraction-limited
resolution [1,2]. Since then, AO has helped us achieve microscopic imaging of the living human
retina at the single-cell level and has been successfully integrated into the confocal scanning laser
ophthalmoscope (SLO) to improve its imaging resolution of the human retina [3–5]. However,
the ocular aberrations compensation is not perfect, and it still leaves some residual aberration.
Furthermore, affected by intraocular scatter, uncontrolled physiological vibration of eye, speckle
noise, and other factors, the quality of adaptive optics confocal scanning laser ophthalmoscope
(AOSLO) images is further degraded and the photoreceptor cells become obscured. Therefore,
an appropriate image post-processing method is indispensable to enhance the retinal images,
which can help better detect the photoreceptor cells and assist clinicians in the examination of
the human retina.
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Image deblurring is an effective and widely used post-processing method for image quality
improvement. Algorithms that tackle image deblurring tasks can be mainly classified as either
deconvolution-based or learning-based methods. Deconvolution-based methods can be further
divided into non-blind and blind deconvolution methods. Early work mostly focused on non-blind
deconvolution methods, making an assumption that the point-spread functions (PSFs) are known.
For AO retinal image deblurring, Arines et al. [6] measured the PSFs using a wavefront sensor
to compensate for ocular residual aberrations left by AO. Although this method can be used in
nearly real time, its performance heavily depends on the accuracy of PSFs’ measurement. To
make up for the limitations of the non-blind deconvolution method, a more generalized, blind
deconvolution method has been proposed. This type of method allows for recovery of both PSFs
and target images, and has been widely used in AO retinal image deblurring tasks [7–9]. In [7],
the authors introduced blind deconvolution methods either in combination or as a substitute for
AO in a scanning laser ophthalmoscope. Christou et al. [8] used a blind deconvolution algorithm
based on multi-frame images to recover the AO retinal images and the PSFs. In [9], the authors
used the incremental Wiener filter as a blind deconvolution technique to restore the AOSLO
retinal images and corresponding PSFs. However, the disadvantage of the blind deconvolution
method is that it often gets trapped in local minima, which makes it hard to find a unique solution,
especially when there is only a single-blurred image to be restored [10,11].

Recently, the deep learning-based method has been introduced to enhance AO retinal images
[10,12]. In [12], the authors employed the random forest to learn the mapping of retinal images
onto the space of blur kernels expressed in terms of Zernike coefficients. For an input image,
the optimal vector of the Zernike coefficient is predicted by the trained random forest, and then
the corresponding PSF is reconstructed. However, this method cannot be referred to as a fully
deep-learning-based method; this method only uses deep learning to predict PSFs and still need
non-blind deconvolution to restore the blurred images. Besides, this method was designed for the
retinal images captured from a commercially available flood-illuminated AO instrument (rtx1,
Imagine Eyes, Orsay, France); for other AO systems, this method may fail. Furthermore, this
method neglects the noise term and assumes that images are corrupted only by convolution blur
kernels. X. Fei et al. [10] proposed a fully learning-based method, and a five-layers convolutional
neural network (CNN) was used to learn an end-to-end mapping between blurred and restored
retinal images. For image restoration problems, image details are very important. The method
proposed in [10] only uses five convolutional layers and cannot extract features rich and varied
enough, which may affect the quality of restored images. Furthermore, lots of studies [13–16]
have verified that L2 loss usually leads to blurry artifacts on generated images, this method uses
L2 loss as cost function will blur the image details up to a point. Moreover, this model was only
trained on space-invariant PSFs with Gaussian noise, which may affect the generalization ability
of the models to some extent.

In this study, we proposed a generative adversarial network (GAN) [17] -based method for AO
retinal image deblurring. GAN-based methods are new to the AO retinal image deblurring task,
but have already shown promise in natural scene image deblurring [18,19]. In this approach,
the conditional GAN [20] was used to directly learn the mapping relationship between blurry
and restored retinal images. The proposed network is composed of a generator network and
a discriminator network. The generator network is a 16-layer symmetric deep CNN that can
extract image features as rich and varied as possible. The discriminator network is inspired by
the PatchGAN [21,22] model, which penalizes the image structure at the scale of patches instead
of the whole images, and can help reconstruct image details and improve the training efficiency.
Moreover, we introduced pixel-space loss (L1 loss) and feature-space loss (VGG loss) in the
training of the proposed model, which can ensure the restored image’s high signal-to-noise ratio
(SNR) and better visual effect. The proposed network was validated on synthetic and real AO
retinal images, and the assessment results demonstrate the effectiveness of the proposed method
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in image quality improvement. In summary, compared with previous methods [10,18,23], the
proposed method is well generalized and can effectively improve the image quality, especially
with large residual wavefront aberrations and noise. The rest of this study is structured as follows:
in section 2, we discuss the datasets and the proposed method. The results of our method, and its
quantitative and qualitative evaluation, are described in section 3. In section 4, discussions of
this study are given and conclusions of our work are drawn.

2. Method

2.1. Datasets

The dataset used for training is very important for learning-based methods. To make the network
work well, large-scale training data are needed, however, a large amount of well-corrected and
uncorrected AO retinal image pairs are difficult to obtain, and the images captured with AO are
still affected by noises and residual wavefront aberrations. Therefore, like previous learning-based
methods [10,12], our model was also trained on synthetically generated retinal images.

In [10] and [12], the authors proposed approaches for synthetic AO retinal images generation.
Both approaches are comprised of four key steps: (1) create a set of ideal retinal images using the
algorithm proposed in [24], (2) generate a set of PSFs to simulate the residual optical aberrations
of the eye, (3) convolve the ideal retinal images with PSFs to generate synthetic images, and (4)
add Gaussian noise to the generated images.
The PSFs to simulate the residual optical aberrations of the eye are described as follows:

PSF =
��������FFT{P(x, y) exp(−i

2π
λ
ϕ(x, y))}

��������2 (1)

P(x, y) =


1 x2 + y2 ≤ r2

0 other
(2)

ϕ(x, y) =
∑
i
aiZi(x, y), (3)

where P is the pupil function, r is the pupil diameter, λ is the wavelength of the imaging beam,
ϕ(x, y) is the wavefront phase error, ai and Zi are the Zernike coefficient and Zernike polynomial,
respectively, and i is set from 3 to 35.

In this work, we also use the approach described above. The values of the Zernike coefficients
ai were selected from a statistical model of wavefront aberrations in healthy eyes reported in
[25]. For a retinal imaging AO system, the quantity of residual aberrations after correction is
usually small [26]. To simulate the correction results of AO, the low-order aberrations were set to
zero and the values of high-order Zernike coefficients were scaled by 0.1. For most research and
commercial AO instruments [3,27–30], the wavelength of them usually ranges from 650 nm to
850 nm, and the pupil diameter is usually chosen from 6 mm to 8 mm. To ensure that the trained
network can be widely used in different AO systems, the wavelength λ in this study was assigned
from 650 nm to 850 nm with a step of 10 nm, and the pupil diameter r was between 6 mm and 8
mm. By doing so, 150 ideal retinal images with the field of view of 1.3 degrees and different
eccentricities (range from 0.3 mm to 1.5 mm from the foveal center) were created, and 4,000
PSFs were generated. To train and evaluate the model, 25 ideal retinal images with different
eccentricities were randomly selected, and each of them was convolved with 4,000 PSFs, half of
which were used for validation to monitor overfitting during training, and the other half were
used for testing. The remaining 125 ideal retinal images were also convolved with each of the
4,000 PSFs, and used for model training. Thus, the training, validation, and testing dataset was
composed of 500,000, 50,000, and 50,000 image pairs, respectively. In addition, Gaussian noise
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with standard deviation uniformly sampled from [0, 0.05] was added to half of the synthetic
images in each dataset.

2.2. Conditional adversarial network for AO retinal image enhancement

To directly learn a mapping from an input blurry AO retinal image to an ideal retinal image, we
proposed a conditional GAN-based deep network. As described in Fig. 1, this proposed network
is mainly composed of two important parts (generator G and discriminator D). The generator
network is a symmetric deep CNN network with skip connections whose structure is similar to
that of U-net, as shown in the left part of Fig. 1. The primary goal of the generator is to generate
a deblurred image from an input blurry AO retinal image. The discriminator, as shown in the
right part of Fig. 1, serves to distinguish the generated image from the corresponding real image
and can also be viewed as a guide for the training of generator.

Fig. 1. Proposed model architecture. Our model is composed of a U-net based generator
and a PatchGAN-based discriminator. (conv: convolutional layer; BN: batch normalization
layer; ReLU: rectified linear unit; LReLU: leaky rectified linear unit; Tanh: TanHyperbolic
function)

In order to learn a good generator G to fool the learned discriminator D and to make the
discriminator good enough to distinguish the generated image from the real image, we introduce
the Wasserstein distance [31] as an indicator of the training process. The Wasserstein distance
has the desirable property of being continuous and differentiable almost everywhere under mild
assumptions, and is informally defined as the minimum cost of transforming the distribution of
generated images to the distribution of target images. Therefore, using the Wasserstein distance
to measure the difference between the generated image and the ideal image can prevent gradient
vanishing and enable us to obtain better restoration results [32].

The main goal of the proposed model is to learn a mapping function from an input blurry AO
image IB and a random noise vector z to the real AO image IR by solving the following min-max
problem:

min
G

max
D

EIB∼p(IB),z∼p(z) − D (IB,G (IB, z)) + EIB∼P(IB),IR∼P(IR)D (IB, IR) (4)

The proposed generator G with a symmetric structure is illustrated in the left part of Fig. 1. The
core of the generator is a series of encoder and decoder blocks. Each encoder and decoder block
is composed of a convolutional layer with a kernel size of 4 × 4 and a stride of 2 × 2. Each
convolutional layer is followed by a batch normalization (BN) layer and an activation layer. The
difference between the encoder and decoder block is that the activation function of the decoder
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block is a rectified linear unit (ReLU), and that of the encoder block is a leaky ReLU (LReLU).
All of the convolutional layers in the encoder are downsampled by a factor of 2, whereas those
in the decoder they are upsampled by a factor of 2. After the last decoder block, a convolution
layer is applied to map the number of output channels; this is followed by a Tanh function. The
U-net architecture is identical except with skip connections between each block i in the encoder
and block n-i in the decoder, where n is the total number of convolutional layers. The skip
connections concatenate activations from layer i to layer n-i, and change the number of channels
in the decoder.
The discriminator of the traditional GAN only distinguishes the generated images and real

images based on their overall information, which will lead to serious loss of image information
[21]. Inspired by the idea behind PatchGAN, we designed a discriminator as shown in the
right part of Fig. 1. This network is composed of five convolutional layers, and the second to
fourth convolutional layers are followed by a batch normalization layer and an LReLU activation
function. The last convolutional layer is used to map to a 1-dimensional output. Using this
network as a discriminator can help us recover image details and improve the training efficiency.

2.3. Loss function

To ensure that the generated images resemble the label images, we formulate the loss function as
a combination of adversarial, pixel-space, and feature-space loss:

L = LGAN + αLpixel + βLperceptual, (5)

where α and β are the experimentally determined hyperparameters that control the effect of
pixel-space and feature-space loss. Pursuing the balance between pixel-space and feature-space
loss is not a trivial task. Giving over-weight to feature-space loss will result in the loss of image
intensity information after delurring [18]; thus, pixel-space loss should have a higher weights
than feature-space loss. In this task, we set α=100 and β=0.001, which were found to be the
suitable parameters to achieve better performance.

Adversarial loss: Most of the studies related to conditional GANs use the vanilla GAN [33,34]
objective as the loss function. In this study, we use WGAN [31] as the adversarial loss function
since it is more stable and can generate higher quality results. The loss is calculated as follows:

LGAN =
N∑
n=1
−DθD (GθG (IB)). (6)

Pixel-space loss: Common choices for the pixel-space loss function are L1 or L2 loss. Since
L2 loss usually leads to blurry artifacts in generated images [13–16], we use L1 loss as the
pixel-space loss to ensure the accurate restoration of pixel-level information. L1 loss is defined as

Lpixel =
1

WH

W∑
x=1

H∑
y=1
|(IR)x,y − (GθG (IB))x,y |, (7)

where W and H are the width and height of the image, respectively.
Feature-space loss: Only comparing images in pixel-space is not enough to recover textural

information. Perceptual loss is used as the feature-space loss, which is based on the difference of
generated and target image CNN feature maps, and can help generate high perceptual quality
images. It can be explained as

Lperceptual =
1

Wi,jHi,j

Wi,j∑
x=1

Hi,j∑
y=1
(φi,j(IR)x,y − φi,j(GθG (IB))x,y)

2, (8)
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where φi,j is the feature map obtained by the jth convolution before the ith maxpooling layer
within the VGG19 network, pretrained on ImageNet [35], and Wi, j and Hi, j are the dimensions
of φ.

3. Experimental results

The Pytorch 0.4.1 library was employed to train and test the proposed method. All experiments
were carried out in an Ubuntu 16.04+python3.6 environment. The program ran on a desktop
computer with an Intel Xeon E5-2620 CPU with 32 GB RAM, and two NVIDIA GeForce GTX
1080Ti GPUs. We trained the proposed model for 100 epochs using the Adam [36] optimizer.
The initial learning rate was set to 0.0002 for both the generator and the discriminator. After
the first 50 epochs, the learning rate was linearly decayed to zero over the next 50 epochs. The
proposed model was trained with a batch size equal to 1, which showed empirically better results
on validation. It took nearly 16 hours to train the proposed model.

3.1. Results evaluation for synthetic retinal images

We tested the proposed model on the synthetic retinal image dataset. This test was conducted
on 50,000 AO retinal images of our test set, with the criteria of peak signal-to-noise ratio
(PSNR), structural similarity (SSIM), and perceptual distance [37]. The PSNR and SSIM are two
commonly used metrics for quantitatively evaluating image restoration quality, and are described
as follows:

MSE =
∑N

n=1 (x
n − yn)

N
(9)

PSNR = 10 × lg
(
2552

MSE

)
(10)

SSIM(x, y) =
(2µxµy + c1)(2σxy + c2)

(µ2x + µ
2
y + c1)(σ2

x + σ
2
y + c2)

, (11)

where MSE is the mean square error; N is the size of image; xn and yn are the nth pixels of
original image x and processed image y; µx, µy are the averages of x, y ; σ2

x , σ2
y are the variance

of x, y ; and σxy is the covariance of x and y.
Perceptual distance is used for measuring the perceptual quality of images, and partially

coincides with the human perceptron. A smaller perceptual distance implies better perceptual
quality and visual effects [38]. Given a reference image patch x and a distorted patch y, the
perceptual distance can be calculated as follows:

d(x, y) =
∑
l

1
HlWl

∑
h,w
| |wl � (x̂lhw − ŷ

l
hw)| |

2
2 , (12)

where x̂lhw and ŷlhw are the feature stacks extracted from layer l of a specific network and unit-
normalized in the channel dimension; wl is the scale vector; Hl and Wl are the dimensions of
image patches.

Since it is important for automated identification of photoreceptor cells for retinal images, the
cone numbers are obtained by using the learning-based photoreceptor detection method proposed
in [39]. The error rate of cone counting is computed as follows:

Error =
|coneNo − truthNo|

truthNo
× 100%, (13)

where coneNo and truthNo is the cone numbers obtained from each deblurred image and the
ground truth using the mentioned algorithm, respectively.
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To demonstrate the usefulness of the proposed method, we compared the results of the proposed
method with those of three state-of-the-art methods. One of the methods is the augmented
Lagrangian method (ALM), which is a blind deconvolution method and frequently used as a
comparison method in the AO retinal image deblurring literatures [10,12]. It is implemented
from the publicly available code provided by the authors. The other methods are two natural
scene image deblurring methods, DeblurGAN [18] and SRNdeblur [23]. These two models were
both trained and tested on our synthetic retinal image dataset.
Figure 2 shows three typical examples of the original ideal images, corresponding blurry

images (imitating at different eccentricities and noises), and the images restored by the three
state-of-the-art methods and the proposed method. For better comparison, we zoom in on the
local regions with yellow boxes. As illustrated in Figs. 2(c1)-(c3), the contrast of the images
restored by the ALM has been significantly enhanced; however, the noises of the images have
also been enhanced, and the restored images have obvious connection artifacts. Furthermore,
this method performs unsatisfactorily when the images have large residual wavefront aberrations
[Fig. 2(c3)]. As described in Figs. 2(d1)-(d3) and 2(e1)-(e3), the noises of the images restored by
DeblurGAN and SRNdeblur were suppressed and the morphology of photoreceptor cells was
restored; however, the images restored by these two methods were blurred to different extents,
which make the photoreceptor cells difficult to be recognized. As shown in Figs. 2(f1)-(f3),
the images restored by the proposed method have much sharper quality and more apparent
photoreceptor cells, even when with large residual wavefront aberrations and noises.

Fig. 2. Deblurring results of synthetic AO retinal images imitating at different eccentricities
and noises. (a1)-(a3) Ground truth; (b1) blurry images (0.3mm eccentricity from the foveal
center, and the Gaussian noise with a standard deviation of 0.03); (b2) blurry images (0.5mm
eccentricity from the foveal center, and the Gaussian noise with a standard deviation of 0.02);
(b3) blurry images (1.0mm eccentricity from the foveal center, and the Gaussian noise with
a standard deviation of 0.05). Restored images from (c1), (c2), (c3) the ALM; (d1), (d2),
(d3) the DeblurGAN method; (e1), (e2), (e3) the SRNdeblur method; and (f1), (f2), (f3)
the proposed method. (Zooming-in the figure will provide a better look at the restoration
quality).

Figures 3(a) and 4(a) present the blurry AO retinal image with small residual wavefront
aberration and Gaussian noise with a standard deviation of 0.01, as well as the image blurred
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by large residual wavefront aberrations and Gaussian noise with a standard deviation of 0.05.
Figures 3(b)-(g) and 4(b)-(g) show the cone detection results of the ground truth and blurry
image, and the cone detection results of the corresponding images restored by ALM, DeblurGAN,
and SRNdeblur methods. It can be seen that the cone detection error rate of Fig. 4(d) is nearly
two times higher than that of Fig. 3(d); this is because the ALM performed not well on the blurry
image with large residual wavefront aberrations and noises. As shown in Figs. 3(e)-(g) and
4(e)-(g), the images deblurred by the proposed method have the lowest error rate; this indicates
that the proposed method can generate images with sharper quality and that are more conductive
to cone detection.

Fig. 3. Results of cone detection on synthetic retinal images. (a) Original blurry image
(with small residual wavefront aberrations and Gaussian noise with a standard deviation of
0.01). Cone detection on (b) ground truth (1.5 mm eccentricity from the foveal center); (c)
blurry image; image restored by (d) the ALM, (e) the DeblurGANmethod, (f) the SRNdeblur
method, and (g) the proposed method.

For quantitative comparison, the blurry images in the test set as well as the corresponding
images restored by ALM, DeblurGAN, SRNdeblur, and the proposed method were evaluated
with the metrics of PSNR, SSIM, perceptual distance, and error rate of cone counting. As seen
in Table 1, the proposed method significantly outperforms the existing state-of-the-art image
deblurring methods. The mean PSNR of the proposed method is 9.16 dB, 7.27dB, and 4.16dB
higher than that of ALM, DeblurGAN, and SRNdeblur, respectively, and the mean SSIM is 0.24,
0.10 and 0.05 higher, respectively. Moreover, the mean perceptual distance of the proposed
method is 0.0977, 0.0228, and 0.0156 lower than that of ALM, DeblurGAN, and SRNdeblur,
respectively, and the mean error rate of cone counting is 26.69%, 12.89%, and 8.24% lower,
respectively. Furthermore, we also compared the proposed method with the state-of-the-art AO
deblurring method [10] which is called “AOdeblurCNN” here. As illustrated in Table 1, the
mean PSNR of the proposed method surpassed that of the AOdeblurCNN 2.35 dB, and the mean
SSIM surpassed 0.13. The mean error rate of cone counting of the proposed method is 2.76%
lower than that of the AOdeblurCNN.
The above analysis shows that the proposed method can significantly improve the SNR and

visual effect of images, which can facilitate better distinction of photoreceptor cells.



Research Article Vol. 11, No. 2 / 1 February 2020 / Biomedical Optics Express 839

Fig. 4. Results of cone detection on synthetic retinal images. (a) Original blurry image
(with large residual wavefront aberrations and Gaussian noise with a standard deviation of
0.05). Cone detection on (b) ground truth (1.0mm eccentricity from the foveal center); (c)
blurry image; image restored by (d) the ALM, (e) the DeblurGANmethod, (f) the SRNdeblur
method, and (g) the proposed method.

Table 1. Performance comparison with state-of-the-art methods tested on synthetic retinal images
(* Data are expressed as mean ± standard deviation)

PSNR (dB) SSIM perceptual distance Error rate of cone counting (%)

Blurry image 16.32 ± 1.97 0.43 ± 0.17 0.1407 ± 0.0213 45.73 ± 9.73

ALM 17.67 ± 1.73 0.72 ± 0.15 0.1106 ± 0.0193 29.08 ± 4.82

DeblurGAN [18] 19.56 ± 2.46 0.86 ± 0.05 0.0357 ± 0.0098 15.26 ± 2.17

SRNdeblur [23] 22.67 ± 2.82 0.91 ± 0.03 0.0285 ± 0.0056 10.61 ± 1.86

AOdeblurCNN [10] 24.48 ± 2.76 0.83 ± 0.07 × 5.13 ± 2.32

the proposed method 26.83±2.62 0.96±0.02 0.0129±0.0032 2.37±0.80

*Since perceptual distance is of a smaller magnitude, it retains four significant digits, and other metrics retain two.

To compare the stability of each method, the coefficient of variance (CV) of different metrics
for different methods has been calculated (Table 2). The CV represents the ratio of the standard
deviation to the mean, and it is a useful statistic for comparing the degree of variance from one
data series to another. A smaller CV indicates the better stability of the method. As illustrated in
Table 2, the proposed method has the lowest CV in PSNR and SSIM, this implies that the proposed
method has better stability in improving image quality. However, the CV of the proposed method
in perceptual distance and error rate of cone counting is not the lowest; it is because the means of
perceptual distance and error rate of cone counting are very small, if the standard deviations of
them are not small enough, the value of CV will be high. Moreover, the values of these metrics
vary greatly with the different images, thus the CV of perceptual distance and error rate of cone
counting presented here is acceptable.
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Table 2. Statistical comparison of the CV of different metrics for different methods (* Confidence
interval is 95%)

CV_PSNR (%) CV_SSIM (%)
CV_perceptual
distance (%)

CV_Error rate of
cone counting (%)

Blurry image 12.07 39.53 15.14 21.27

ALM 9.79 20.83 17.45 16.57

DeblurGAN [18] 12.58 5.81 27.45 14.22

SRNdeblur [23] 12.44 3.29 19.65 17.53

AOdeblurCNN [10] 11.27 8.43 × 45.22

the proposed method 9.77 2.08 24.81 33.76

3.2. Results evaluation for real AO retinal images

3.2.1. Qualitative evaluation on real AO retinal images

Four hundred real AO retinal images were used to evaluate the effectiveness and generalization
of the proposed method in image-quality improvement, of which 100 were captured from the AO
system proposed in [40] with the field of view of 1.2 degrees and the retinal eccentricities of
0.8 mm and 1.5mm from the foveal center, 300 were captured by the AO systems [41] in our
laboratory with the field of view of 1.5 degrees and the retinal eccentricities ranged from 0.3 mm
to 1.8 mm from the foveal center.
Figure 5(a) is an example of an original real retinal image with 0.8 mm eccentricity from

the foveal center captured by the AO system proposed in [40]. As seen in Fig. 5(a), although
the contours of the photoreceptor cells are visible, the serious noise makes the photoreceptor
cells not easy to be identified. The noise of the images [Figs. 5(b)-(e)] restored by ALM,
DeblurGAN, SRNdeblur, and the proposed method has been suppressed. However, according
to the locally enlarged images of Figs. 5(b)-(e), the image restored by the ALM [Fig. 5(b)] has
obvious connection artifacts, and the images restored by DeblurGAN and SRNdeblur methods
[Figs. 5(c)-(d)] were blurred to different extents. As shown in Fig. 5(e), the image restored by the
proposed method has sharper quality and the photoreceptor cells are effectively enhanced.

Figure 5(f) shows the power spectra of images in Figs. 5(a)-(e); the power spectra describe the
amplitude of the spectral power in the images that is distributed across the spatial frequency. As
shown in Fig. 5(f), the values of photoreceptor cell spatial frequencies of the images restored
by the proposed method ranging from 50 to 75 c/deg are increased the most, which indicates
that the visibility of photoreceptors are effectively improved. Since high frequencies probably
corresponding to noise, as shown in Fig. 5(f), the power spectra of the images restored by
DeblurGAN (blue curve) and SRNdeblur (pink curve) are rapidly decreased, which indicates
that the noise of these restored images are effectively suppressed. However, the high-frequency
power spectrum of the image restored by the proposed method (green curve) decreases slowly,
and is even slightly higher than that of the original image (red curve). This is probably because
the high-frequency represents the high-frequency details, which indicates that the details of the
image restored by the proposed method have been enhanced; this can be proven by the inserts in
Figs. 5(a)-(e).
Figure 6(a) is a typical example of an original real retinal image with 1.2 mm eccentricity

from the foveal center captured from the AO system [41]. As shown in Fig. 6(a), since the
imaging region is away from the foveal center, the photosensitivity of cells is decreased, and then
the optical reflectivity of cells is decreased, which results in the residual aberrations increasing
and the SNR of the AO retinal image decreasing. As illustrated in Figs. 6(b)-(e), the SNR
of the images restored by ALM, DeblurGAN, SRNdeblur, and the proposed method are all
improved. However, the image restored by ALM has connection artifacts, which seriously affect
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Fig. 5. Deblurring results of real retinal images captured by the AOSLO system [40]. (a)
Original image (0.8mm eccentricity from the foveal center). Restored images from (b) the
ALM; (c) the DeblurGAN method; (d) the SRNdeblur method; and (e) the proposed method.
(f) The corresponding image average power spectra. (Zooming-in the figure will provide a
better look at the restoration quality).

the authenticity of the image. DeblurGAN and SRNdeblur methods can effectively smooth the
images and enhance the brightness of the photoreceptor cells; however, it can be clearly seen in
the inserts that the cells are blurred. Compared with the other three methods, the images restored
by the proposed method have a better visual effect, and the residual wavefront aberrations of
these images have been well corrected.

The power spectra of images in Figs. 6(a)-(e) are described in Fig. 6(f). As shown, the noises
of the restored images are all suppressed. One should note that, compared with the images
restored by DeblurGAN, SRNdeblur, and the proposed method (blue, pink, and green curve),
the image restored by ALM (black curve) have the highest values of photoreceptor cell spatial
frequencies when ranging from 50 to 75 c/deg. However, according to the details in the inset of
Fig. 6(b), the image restored by ALM have obvious connection artifacts, which means the image
restored by ALM method contains a lot of pseudo information. Moreover, the high-frequency
power spectrum of the image restored by ALM (black curve) is just slightly lower than that of
the original image (red curve), which means that the ALM performs unsatisfactorily in image
denoising.
Figure 7(a) is the example of original real retinal image with 1.8mm eccentricity from the

foveal center captured from the AO system [41]. The imaging regions of this image is further
away from the foveal center, thus the image is affected by edge aberration and makes a lower
image quality, which is more in need of image quality improvement. The contrast of the image
restored by ALM [Fig. 7(b)] have been significantly enhanced, however, these images also with
obvious connection artifacts. Furthermore, according to the power spectrum curve of Fig. 7(b)
(Fig. 7(f), black curve), ALM performs not well in image denoising when comparing with other
three methods. The power spectrum of Fig. 7(c) is shown as the blue curve of Fig. 7(f), and it
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Fig. 6. Deblurring results of real retinal images captured by the AOSLO system [41]. (a)
Original image (1.2mm eccentricity from the foveal center). Restored images from (b) the
ALM; (c) the DeblurGAN method; (d) the SRNdeblur method; and (e) the proposed method.
(f) Corresponding image average power spectra. (Zooming-in the figure will provide a better
look at the restoration quality).

can be seen, although DeblurGAN has the best performance in denoising, it cannot effectively
enhance the low-frequency information, and thus the photoreceptors cannot be well detected.
Comparing the power spectrum of the image restored by SRNdeblur with that restored by the
proposed method, we can find that, these two methods both perform well in noise suppression
and SNR improvement, however, according to the locally enlarged images and the overall visual
effect of the images, the image restored by the proposed method has higher SNR and more visible
photoreceptor cells.
In summary, according to the visual effect and the power spectra of the restored images, we

can conclude that compared with the images whose residual aberrations were well corrected
[Fig. 5(a)], the proposed method performs more remarkably on the images seriously affected by
residual aberrations [Fig. 6(a) and 7(a)].

3.2.2. Quantitative evaluation on real retinal images

For real retinal images, there was no ground truth image for the evaluation of the results. Thus,
a no-reference image quality assessment (NR-IQA) algorithm was needed. In this work, blind
image quality index (BIQI) [42] was used to quantitatively evaluate the method’s performance.
BIQI is a commonly used method for quantitatively evaluating the quality of no-reference

images. This method has a two-step framework. Given an image, the algorithm first estimates the
presence of a set of distortions in the image; the set consists of JPEG, JPEG2000, white noise,
Gaussian blur and fast fading. Then, the quality of the image along each of these distortions can
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Fig. 7. Deblurring results of real retinal images captured by AOSLO system [41]. (a)
Original image (1.8mm eccentricity from the foveal center). Restored images from (b) the
ALM; (c) the DeblurGAN method; (d) the SRNdeblur method; and (e) the proposed method.
(f) The corresponding image average power spectra. (Zooming-in the figure will provide a
better look at the restoration quality).

be evaluated, and the quality of image can be expressed as follows:

BIQI =
5∑
i=1

pi · qi (14)

where pi (i=1. . . 5) represents the probability of each distortion in the image, and qi (i=1. . . 5)
denotes the quality scores from each of the five quality assessment algorithms corresponding to
the five distortions.
For an input image, a BIQI score ranging from 0 to 100 can be obtained using this method.

A lower BIQI score indicates better image quality. The BIQI scores of the 400 real retinal
images captured from different AO systems [40,41] were calculated. As shown in Table 3, the
proposed method outperforms the other four methods. The BIQI score of the proposed method is
36.74±4.72, which is significantly lower than that of the other four methods. This indicates that
the images restored by the proposed method have better quality.

Table 3. Performance comparison with state-of-the-art method tested on real retinal images (* Data
are expressed as mean ± standard deviation)

Original real
image ALM

DeblurGAN
[18]

SRNdeblur
[23]

AOdeblurCNN
[10]

the proposed
method

BIQI score 60.94±8.09 55.86±6.74 48.23±5.12 46.18±5.08 51.62±4.02 36.74±4.72

As described and analyzed in section 3.2.1, we can find that the performance of the methods
may vary by different systems and eccentricities. Here, the performance of the methods under
different systems and eccentricities is quantitatively evaluated, respectively.



Research Article Vol. 11, No. 2 / 1 February 2020 / Biomedical Optics Express 844

(1) Quantitative evaluation of the performance under different systems
To avoid the influence of the real retinal images with different eccentricities, we selected
20 real images with an eccentricity of 0.8 mm from the images captured by the two systems
[40,41], respectively. These images are restored by ALM, DeblurGAN, SRNdeblur, and
the proposed method, and their statistical results are illustrated in Table 4. The BIQI score
difference between original real images and restored images are shown in the parentheses.
According to the statistical results in Table 4, we have the following findings. (i) The BIQI
score of the images captured by system [40] is lower than that captured by system [41], this
implies the image captured by system [40] has better quality. (ii) The three state-of-the-art
methods performed better on the images captured by system [40], whereas the proposed
method performs better on the images captured by system [41].

(2) Quantitative evaluation of the performance under different eccentricities
To better evaluate the image restoration performance vary by eccentricities, here we only
use the images captured by system [41]. As known from the distribution characteristics
of photoreceptor cells [43–45], a smaller distance to the foveal center implies more
photoreceptor cells. Since the retinal eccentricities of the images in the real dataset ranged
from 0.3 mm to 1.8 mm from the foveal center, we select 20 images with eccentricity of
0.3 mm, 20 with eccentricity of 1.2 mm, and 20 with eccentricity of 1.8 mm to evaluate the
performance vary by eccentricities. The statistical results are illustrated in Table 5, and the
BIQI score difference between original real images and restored images are shown in the
parentheses. According to the statistical results, we have the following findings. (i) The
image with smaller eccentricity has higher image quality. (ii) The four methods perform
more remarkable on the image with large eccentricity, however, the proposed method has
the best performance.

Table 4. Image restoration results comparison for the real retinal images captured from different
systems (* Data are expressed as mean ± standard deviation)

Original real
image

ALM
(∆difference)

DeblurGAN [18]
(∆difference)

SRNdeblur [23]
(∆difference)

the proposed
method

(∆difference)

Image from system [40] 56.39 ± 2.24 52.25 ± 2.13
(4.14 ± 0.11)

46.36 ± 2.10
(10.03 ± 0.14)

43.11 ± 1.97
(13.28 ± 0.27)

34.03 ± 1.86
(22.36 ± 0.38)

Image from system [41] 57.76 ± 2.34 54.35 ± 2.17
(3.41 ± 0.17)

48.21 ± 1.97
(9.55 ± 0.37)

44.75 ± 2.03
(13.00 ± 0.31)

34.56 ± 1.92
(23.20 ± 0.42)

Table 5. Image restoration results comparison for the real retinal images with different
eccentricities (* Data are expressed as mean ± standard deviation)

Original real
image

ALM
(∆difference)

DeblurGAN [18]
(∆difference)

SRNdeblur [23]
(∆difference)

the proposed
method

(∆difference)

Image with 0.3mm eccentricity 55.27 ± 2.42 51.29 ± 2.17
(3.98 ± 0.25)

44.85 ± 1.74
(10.42 ± 0.68)

42.17 ± 1.07
(13.1 ± 1.35)

32.72 ± 0.70
(22.55 ± 1.72)

Image with 1.2mm eccentricity 63.11 ± 2.47 57.55 ± 1.86
(4.56 ± 0.61)

51.83 ± 1.62
(11.28 ± 0.85)

47.25 ± 1.34
(15.86 ± 1.13)

37.79 ± 0.72
(25.32 ± 1.75)

Image with 1.8mm eccentricity 66.96 ± 2.07 60.87 ± 1.73
(5.59 ± 0.84)

54.85 ± 1.50
(11.61 ± 1.07)

49.95 ± 1.31
(16.51 ± 1.26)

40.39 ± 0.71
(26.57 ± 1.36)

All above the statistical comparison results demonstrate that the proposedmethod can effectively
improve the image quality, especially the image with low quality, which agree with the qualitative
analyses shown in section 3.2.1 to some extent.
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3.3. Time complexity

Floating-point operations (FLOPs) were used to measure the time complexity of the model. The
formulas of FLOPs are described as follows:

Time ∼ O(
D∑
l=1

M2
l · K

2
l · Clin · Clout) (15)

M =
(N − K + 2 × P)

S
+ 1 (16)

In formula (15), D is the number of convolutional layers; Ml is the output feature map of the lth
layer; Kl is the convolution kernel size of the lth layer; Clin is the input channel of the lth layer;
Clout is the output channel of the lth layer. In formula (16), N is the size of input image; K is the
convolution kernel size; Padding is expressed as P, which equals to zero if padding is “valid”,
otherwiseM directly equals to N when padding is “same”. S represents the step length of filter in
both vertical and horizontal directions in the original image.
Since AOdeblurCNN was the first fully deep-learning-based method applied to AO image

deblurring task, here we calculate and compare the time complexity of the proposed method with
that of AOdeblurCNN. The configuration details of the proposed model and the AOdeblurCNN
are shown in Tables 6–8 of the appendix part (A.1 and A.2). The FLOPs of the proposed
generator and discriminator is 1.78×106N2 and 1.72×104N2, and the total time complexity of
the proposed model is 1.797×106N2, where N is the size of the input image. Meanwhile, the
FLOPs of AOdeblurCNN is 2.12×105N2. Although the time complexity of the proposed method
is larger than the state-of-the-art AO deblurring method, the time it takes to restore an image
with 256×256 pixels on an ordinary CPU is comparable, both methods taking about 1 second.
Moreover, the proposed method can generate better results, and the training of our model takes
place offline, so the time complexity of the proposed model is acceptable.

4. Discussion and conclusion

Adaptive optics (AO) retinal imaging changes the way we look at the retina in an intact living
eye. AO can provide optical resolutions of 2µm or less in the human eye, and this resolution is
sufficient to make measurements of cellular and sub-cellular details of the normal retina structure.
However, when affected by residual aberration, intraocular scatter, speckle noise, and other
factors, the quality of AOSLO images is degraded and the photoreceptor cells are obscured. In
recent years, many efforts have been made to improve the quality of retinal images, and with the
development of deep learning, the deep-learning-based methods have also been applied to the
improvement of AO retinal images. In [10], the authors adopted the CNN to restore AO retinal
images, which was the first fully deep-learning-based method applied to this problem. In this
study, we proposed a fully deep-learning-based method based on the conditional GAN to directly
learn the mapping relation between blurry and restored images. In the training of the proposed
model, the pixel-space loss and feature-space loss were introduced to help restore images of
high perceptual quality. Furthermore, the PatchGAN-based discriminator was designed to help
reconstruct image details and improve training efficiency.
To demonstrate the effectiveness of the proposed model, we compared the proposed method

with the state-of-the-art natural scene image deblurring methods [18,23], both qualitatively and
quantitatively on synthetic retinal images, as well as on real retinal images captured from different
systems. Besides, we also compared the proposed method with the state-of-the-art AO retinal
image deblurring method [10] on the quantitative evaluation metrics and time complexity. Since
there is no publicly available code of AOdeblurCNN, its quantitative results were all from the
description of their article; this result may be somewhat different from the result of their model
training and testing directly on our dataset, but the way we used for generating synthetic retinal
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images is almost the same; this does not result in an evident impact on the comparison of these
two methods.
In this study, we only present the restoration results of the real retinal image with the

eccentricities ranged from 0.3 mm to 1.8 mm; this is because the imaging field of most AOSLO
systems can only be guided to a maximum eccentricity of 2 mm from the foveal center. Affected
by the limitation of imaging system, we can only present the real image restoration results with a
maximum eccentricity of 1.8 mm. In addition, the AOSLO system [41] in our laboratory will
be improved in future studies, and we will provide more meaningful experimental results by
combining the improved system with the proposed method.

Although the proposed method can only take 1 second to restore an image with 256×256 pixels
on an ordinary CPU, it takes more time when compared with some deconvolution-based methods
[6,9]. Moreover, doctors and researchers prefer to dynamically observe the morphology and
function of photoreceptor cells using the AOSLO system, and a real-time restoration of AOSLO
retinal images is needed. Therefore, improving the speed of image restoration will be the main
task in our future work.
To conclude, the proposed method can effectively improve the image quality, especially the

image with low quality. Furthermore, the proposed method can restore the images with higher
SNR and better visual effect, and facilitate better detection of photoreceptor cells. Besides, the
proposed method is well generalized and can be applied to different AOSLO systems, which has
great practical significance for follow-up clinical research and analysis.

Appendix

A.1. Configuration details of the proposed model

Table 6. Configuration detail of the convolutional layers in the proposed generator network

Layer
Input Feature

Size
Output Feature

Size (M)
Kernel Size

(K)
Input Channel

(Cin)
Output Channel

(Cout) Stride (S) Padding (P)

Conv1 256 128 4 3 64 2 1

Conv2 128 64 4 64 128 2 1

Conv3 64 32 4 128 256 2 1

Conv4 32 16 4 256 512 2 1

Conv5 16 8 4 512 512 2 1

Conv6 8 4 4 512 512 2 1

Conv7 4 2 4 512 512 2 1

Conv8 2 1 4 512 512 2 1

Conv9 1 2 4 512 512 2 1

Conv10 2 4 4 512 1024 2 1

Conv11 4 8 4 512 1024 2 1

Conv12 8 16 4 512 1024 2 1

Conv13 16 32 4 512 1024 2 1

Conv14 32 64 4 1024 512 2 1

Conv15 64 128 4 512 256 2 1

Conv16 128 256 4 256 128 2 1

Conv17 256 256 4 128 3 2 SAME

FLOPs 116,924,612,608
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Table 7. Configuration detail of the convolutional layers in the proposed discriminator network

Layer
Input Feature

Size

Output
Feature Size

(M)
Kernel Size

(K)

Input
Channel
(Cin)

Output
Channel
(Cout) Stride (S) Padding (P)

Conv1 256 128 4 3 64 2 1

Conv2 128 64 4 64 128 2 1

Conv3 64 32 4 64 256 2 1

Conv4 32 16 4 128 512 2 SAME

FC 16 1 - - - -

FLOPs 1,124,073,472

A.2.Configuration details of the state-of-the-art AO deblurring model

Table 8. Configuration detail of the convolutional layers in the state-of-the-art AO deblurring model
[10]

Layer
Input Feature

Size

Output
Feature Size

(M)
Kernel Size

(K)

Input
Channel
(Cin)

Output
Channel
(Cout) Stride (S) Padding

Conv1 256 246 11 3 64 1 VALID

Conv2 246 244 3 64 64 1 VALID

Conv3 244 242 3 64 64 1 VALID

Conv4 242 238 3 64 64 1 VALID

Conv5 238 234 5 64 64 1 VALID

FLOPs 13,907,378,176
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